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1. Suppose Zi ∼ N(0, σ2), 1 ≤ i ≤ 3 are independent normally distributed
random variables and let 0 < ρ < 1. Define X1 = Z1, X2 = ρZ1+

√
1− ρ2Z2

and X3 = ρX2 +
√
1− ρ2Z3. Let X = (X1, X2, X3)

′ and Σ denote the
covariance matrix of X.
(a) Find the probability distribution of X.
(b) Find the probability distribution of X′Σ−1X.
(c) Find the probability distribution of X′C ′PCX where C ′C = Σ−1 and P
is a symmetric idempotent matrix of rank 2.
(d) Find the conditional distribution of X′Σ−1X given

∑3
i=1 Zi = 0. [15]

2. Let A− be a generalized inverse of a matrix A. Show that
(a) Rank(A) = Rank(AA−) = Rank(A−A) ≤ Rank(A−);
(b) A(A′A)−A′ is unique even though (A′A)− may not be unique;
(c) MC(A(A

′A)−A′) = MC(A). [10]

3. Consider the model Y = Xβ + ε, where ε ∼ Nn(0, σ
2In) and Xn×p may

not have full column rank. Let β̂ is any least squares estimator of β. Derive
the joint distribution of a′β̂ and the Residual Sum of Squares when a′β is
estimable. [10]

4. Consider the following model:
y1 = α+ δ + ε1
y2 = δ + γ + ε2
y3 = −α− 2δ − γ + ε3
y4 = −α− δ + ε4,

where α, δ, γ are unknown constants and εi are uncorrelated random vari-
ables having mean 0 and variance σ2.
(a) Show that α− γ is estimable. What is its BLUE?
(b) Does there exist a BLUE for α+ γ? Justify.
(c) Find an unbiased estimate of σ2. [15]


